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ABSTRACT - Epigenetic is the field of study arose at the moment when it was discovered that some changes in 

the genotype of living organisms are not directly related to the DNA structure and its changes. Epigenetic is the 

science that studies changes in genes without changing the inherited structure of the DNA (during reproduction) 

as well as the influence of external factors on the level expression of genes. At present times, it is required to 

develop an effective technique for proper prediction of diseases from epigenetic information. This paper 

presents a proficient feature selection based classification model to predict the disease by the use of highly 

related genes (i.e. considered as features) linked to it. For feature selection, oppositional based social spider 

optimization (OBSSO) algorithm is applied, which increases the search space exploration and the important 

regions in a determined neighbourhood. Then, logistic regression (LR) makes use of extracted features and 

performs classification. 

I. INTRODUCTION 

 

The cluster analysis is one of the part of data mining, and is used very often, not only in computer science, but 

also in many other fields. The problem of cluster analysis may be used in many areas such as economics, life 

science, and many other fields where is needed division analysed objects into group. In the life sciences cluster 

analysis can be used, for example to divide patients according to some specific factors, such as blood tests, gene 

expression levels, etc. The goal of cluster analysis is to classify objects from given data set into groups (called 

clusters). Finally each object from data set should be appropriate assigned to exactly one cluster. Unlike a 

classification [1], [2] which is also one of data mining methods, groups obtained during clustering proces are 

unknown before the grouping task is performed. The problem of cluster analysis is a relatively complex 

problem, because division into clusters is not always strict. To get expected classification appropriate selection 

of methods is necessary. Due to the fact, that cluster analysis is an often-used in data analysis and exploration, 

there are a lot of methods for clustering. 

 

II. GENETIC ALGORITHMS 

 

 Genetic algorithms [14][15][16][17] are group of algorithms inspired by mechanisms occurring in inheritance 

and evolution processes. A genetic algorithm operates on a specific population of possible solutions. The 

population consist of group of individuals. Each individual of the population is one of possible solutions of the 

problem solved by using genetic algorithm and should be created randomly. Apart from that, it is necessary to 

decide how to represent (encoding) individuals - as it will have a significant influence on whether we will 

succeed in finding the best solution. There are different ways of encoding individuals, and the choice of how to 

encode individuals depends on the problem that has to be solved. Each individual is characterized by its own 

genotype (which is also a specific solution of the problem). Due to their specificity and aspiration to obtain the 

well-adjusted individuals, GAs are usually applied for optimisation purposes. 

 

III.EPIGENETICS 

 

The term Epigenetic first surfaced on the printed page, researchers, physicians, and others poked around in the 

dark crevices of the gene, trying to untangle the clues that suggested gene function could be altered by more 

than just changes in sequence. Today, a wide variety of illnesses, behaviours, and other health indicators already 

have some level of evidence linking them with epigenetic mechanisms, including cancers of almost all types, 
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cognitive dysfunction, and respiratory, cardiovascular, reproductive, autoimmune, and neurobehavioral 

illnesses. Known or suspected drivers behind epigenetic processes include many agents, including heavy metals, 

pesticides, diesel exhaust, tobacco smoke, polycyclic aromatic hydrocarbons, hormones, radioactivity, viruses, 

bacteria, and basic nutrients. 

IV. EXPERIMENTS 

 

This section presents the results of experiments evaluating the effectiveness of the presented genetic algorithm. 

Six datasets were used to test the effectiveness of the proposed algorithm. The description of the data is 

presented in TABLE I. TABLE I contains name of data set, size of data set (number of rows), dimension 

(number of column taken to clustering), and number of clusters (in all data sets number of clusters and division 

into groups are known). The visualisations of data with the division into the correct groups are shown in Fig. 1.  

 

Table 1: Description of Data Sets Used in Experiments 

 

 

Data Set 

 

Description 

Size of data set Number of 

dimensions 

Number of clusters Number 

of objects in clusters 

Dataset 1 Mouse Data Set 490 2 3 

290 

100 

100 

Dataset 2 

Artificially 

Generated 

Data Set 

500 3 3 

170 

171 

159 

Dataset 3 Iris Data Set 150 4 3 

50 

50 

50 

Dataset 4 
Flame 

Data Set 
238 2 2 

150 

88 

Dataset 5 
Jain 

Data Set 
373 2 2 

97 

276 

Dataset 6 
Cassini 

Data Set 
700 2 3 

280 

280 

140 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Visualisation of Data Sets Used in Experiments 
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V. CONCLUSION  

 

In this article, the Epigenetic Grouping Genetic Algorithm (Epi GGA) for clustering data was presented. Based 

on the presented experiments, it was proved that the proposed algorithm achieves a very good results in the 

problem of data clustering. For the data sets used in the experiments, the quality of classification was higher for 

the proposed algorithm than the commonly used methods. Thus, the proposed algorithm can be an effective 

alternative to the commonly used methods for data clustering.  
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